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In this study, a technology for creating a classifier able to identify pathological formations in images obtained with video endoscopy 
using the methods of deep learning is proposed. For the training and testing of neural network models, images from the CVC-ColonDB open 
database and 20 colonoscopy video records from the University of Arizona (Phoenix, USA) were used. To improve the performance of the 
proposed classification model, noise effects inherent to video cameras were considered. In addition, a study on building the model using 
small data samples was conducted.

In building the classifier, we utilized the results of recent studies on convolutional neural networks used in medical diagnostics, which 
allows us to apply the proposed approach to designing the architecture of a convolutional neural network adapted to a given task. By 
generalizing the features of the successful models, we developed an approach towards creating a non-excessive convolutional neural 
network. According to the proposed approach, the network architecture is divided into blocks, which alternate to enable composing the most 
efficient architecture. 

Using the proposed approach based on the recommended selection strategy and then ranking the most significant parameters, a 
second approach towards building an adaptive model of classifier has been proposed. It is based on the formation of an ensemble of 
classifiers such as the “convolutional neural network”. To ensure the stability of the model and its insensitivity to changes in the input data as 
well as its applicability to different classification tasks, a set of networks with different major parameters are incorporated into the ensemble. 

Our experimental studies have shown that the proposed classifier can be improved by developing an ensemble of convolutional neural 
networks, which considers the functions proposed in the present approach. The results imply the prospective application of the developed 
approach for building classification models not only for medical diagnostics but also for general problems of machine vision based on small 
samples.
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Introduction

For many sectors of the economy and scientific 
research, the video analytical approach has become 

an effective method of controlling the work, diagnosing 
dangerous situations, and detecting special objects or 
events; this approach involves the intellectual analysis 
based on machine learning [1, 2]. However, in medical 
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applications, such innovations are limited to the 
detection of structural changes in organs and tissues, 
e.g., the size and color of tumors. Such an analysis can 
help in determining whether the detected changes have 
a clinical significance. This approach can be exemplified 
by the endoscopic data processing that provides visual 
information on the internal surfaces of the digestive tract 
[3, 4], as well as by the analysis of magnetic resonance 
images [5, 6].

In the field of endoscopy, the current research 
includes a video analysis of the digestive tract by 
utilizing an ensemble of classifiers that process and 
compare the results obtained from the areas of interest 
and the local binary patterns on different scales [7, 8]. 
The group of Li proposed the form descriptor from the 
MPEG-7 ART standard and also the improved Zernike 
moments that are not sensitive to image rotation, 
for the purpose of training a multilayer perceptron 
for the role of the pathology classifier [9]. In their 
further work, this group strengthened the classifier by 
including the characteristics of intensity, saturation, 
and tint, and comparing the results obtained from the 
updated selection of classifiers based on the multilayer 
perceptron and the support vector machine [10].

The similar type of research albeit aimed at solving 
the problems of rectal polyp localization is run by the 
group of Tajbakhsh who uses the methods of in-depth 
training [11]. They employ the “random forest” classifier 
to analyze the components of the discrete cosine 
transform of the area of interest. The group of Park 
[12] proposes using the segmentation algorithms by 
searching for active loops. The above approaches imply 
that the areas visually similar to rounded objects are 
extracted from the individual images of the video stream.

The second type of research involves the projects 
based on machine learning to analyze MR images 
of various organs. For example, for breast cancer 
diagnosis, various instruments (ultrasound, MRI, CT, 
and PET) extract the characteristics of abnormal 
areas: the size of the suspected area, the presence of 
calcifications, asymmetry, or an increased absorption of 
a radiopharmaceutical marker (for PET) [13]. Further, the 
characteristics obtained with the help of each technology 
were analyzed by the random forest algorithm; then 
the results of the ROS image analysis were compared 
separately for each imaging modality. When searching 
for brain tumors, the main components of the wavelet 
coefficients of the discrete wavelet transformation of the 
segmented MRI image and the multilayer perceptron 
(used as a classifier) were used [14]. In a study on the 
localization of prostate cancer [15], a three-dimensional 
convolutional neural network (CNN) was employed; 
there the input data included diffusion-weighted maps, 
maps of the external diffusion coefficient and dynamic 
contrast MRI cards. The above review illustrates that 
substantially different approaches to the creation of 
specific features and classifiers for the analysis of visual 
data were proposed.

In the current medical practice, endoscopy is the 
primary and most available diagnostic approach for 
internal tissue visualization. This procedure is used 
daily by many medical specialists to identify various 
abnormalities and make a fairly accurate diagnosis. The 
method involves a visual examination of the internal 
tissues of a person by using a special instrument 
equipped with a miniature camera. During the 
examination, a video clip is recorded [16]. To improve 
the quality of a diagnosis, and to reduce the number 
of diagnostic errors, the specialists identify the areas 
different from the normal standards; such an approach 
is essential for diagnosing and determining the health 
status of patients [17–19].

The aim of the study was to develop an approach 
to creating a model for classification of pathological 
formations based on video endoscopy data using 
convolutional neural networks. The model was expected 
to have high generalizing abilities, as well as insensitivity 
to a variety of visual effects caused by either the camera 
itself or by the process of data collection.

Classifier-building technology

The deep learning technology, in particular, the 
algorithms for setting and using CNN, is currently one 
of the most advanced tools for classifying visual images 
[20]. The advantages of this technology include the 
learning ability, adaptability, intuitive understanding of 
the working principles, and the universality in solving the 
tasks of image analysis.

Within the classical approach, the CNN architecture 
(Figure 1) is described by the following parameters:

N is the dimension of the plane in the layer; for the 
input layer, the plane is the product of the height H and 
the width W of the image;

D is the depth of the input layer; in our case — the 
number of color channels in the image;

P is the number of rows and columns added to the 
boundaries of the layer that precedes the convolution 
layer, and filled with zeros;

S is the offset between the filters where neuron signals 
are generated in the convolution and subsampling 
layers;

F is the size of the square filters of the convolution 
layer;

Filters are the depth of the convolution layer (the 
number of filters);

U is the size of the square window in the merger layer;
Subf is the type of function that describes the 

subsampling layer (max — maximum or avg — average 
estimate);

K is the number of neurons in the fully connected 
layer;

C is the number of classes in the task; the classifier 
determines which class it belongs to (in our classification 
C=2, i.e., polyp/no polyp);

AF is the neuron activation function: the threshold 
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function (1), the sigmoid function (2) or the hyperbolic 
tangent function (3):

y=max(0, x);                                  (1)
y=1/[1+e^(–x)];                                (2)

y=th(x).                                     (3)

The network level is a sequence of a convolution 
layer and a subsampling layer. To find the solution for 
the applied tasks of classification of two-dimensional 
images, different versions of the double-level CNN are 
often used.

The recent results provide the following values of the 
parameters that are essential to obtain non-redundant 
high-quality models: the number of convolution layers in 

the level — n∈[1; 3], the number of subsampling layers 
in the level — m∈[0; 1], the number of levels — d∈[1; 
4], and the number of fully connected layers in the 
network — k∈[0; 2] [21].

In Figure 2, we present the legends for the network 
parameters pertained to fragments of the convolution 
layer, the subsampling layer, and the fully connected 
CNN layer.

Nevertheless, the procedure of building a classifier 
capable of using the above algorithms is not yet 
formalized. To solve most of the classification tasks with 
the help of the CNN, fairly simple approaches have been 
used [21–23]:

1. A random selection of network configurations. 
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Figure 1. The classical architecture of a convolutional neural network (see legends in the 
text)
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Setting random architecture parameters and check the 
configuration quality of each model by using a specific 
data set. This method is the most inefficient and least 
likely used to solve the applied problems.

2. An expert approach. Using the network architecture 
that showed acceptable results in the similar tasks. In 
this way, most researchers use a CNN as a model of 
classification.

3. Automated selection of parameters with 
optimization. Selecting the network parameters by using 
optimization algorithms, for example, Bayesian. The 
approach is rarely used due to the high up-front costs of 
its implementation.

4. Empirical building an original CNN architecture 
to solve a certain class of problems. This approach is 
taken by researchers in the field of machine learning and 
designing of CNN models.

As noted above, the second approach is the most 
common, but there, one model applied to different tasks 
may have different efficiencies.

In this article, the performance of various classification 
models based on CNN is evaluated (see below) using 
one of the architectures presented in [23]. An example of 
this architecture is shown in Table 1.

Creating an efficient architecture  
of a convolutional neural network  
(CNN with an efficient architecture)

The task of building a CNN architecture can be 
represented by  “reducing” the sizes of the input image 
to three-dimensional layers sized at 2×2 or 1×1 so to 
obtain the output signals indicating the probability that 
the input image is related to one of the existing classes. 
According to our approach, the network architecture is 
divided into several blocks with certain values of the 
parameters; alternating these blocks allows us to form 
the most effective architecture of the CNN.

As in the case of multilayer neural networks of direct 
propagation, when designing the CNN architecture, 
increasing the number of layers and internal connections 
makes it possible to build more complex models that 
allow one to analyze more complex images. In this 
case, we propose an approach to the procedure for 
automatically building the efficient network architecture, 

while taking into account the dimensions of the input 
vector and the requirements to the classifier quality.

1. Creating the parameters of the network input layer. 
In the task of image classification, there is a requirement 
of bringing the original image to the figure with height 
and width equal to N, while N must be dividable by 2 
up to single digits. Typically, in the image classification 
problems, the input layer has a depth parameter D that 
is equal to the number of color channels of the image.

2. Creating the parameter values for the convolutional 
network layer.

If the preceding layer is not a convolutional one, the 
values of P and S are chosen so that the size of the 
convolution layer is equal to the size of the preceding 
layer according to formulas (4) and (5) used to calculate 
the width W and height H of the convolution layer, based 
on the sizes of the preceding layer Wp, Hp:

W=(Wp–F+2P)/S+1;                         (4)
H=(Hp–F+2P)/S+1.                          (5)

Exceptions:
If N≤2, the value of P=1 or P=3.
If the preceding layer is a convolutional one, then P is 

equal to zero or to the positive number closest to zero, in 
order to make the dimensions of the convolution layer be 
integers according to (4) and (5).

S=1, if F≥5, or a value close to 1, but the size of the 
convolutional layer must be an integer according to 
formulas (4) and (5).

F=5 or F=7 for large sizes of the preceding layer 
(N≥64) of the first convolutional layer of the network. 
When N≤32 for the first convolutional network layer — 
F=5 or F=3, the latter is usually more efficient.

The number of filters (Filters) depends on the 
dimension of the preceding layer, the depth of the 
current convolution layer, and the selected value of F. 
Following the recommendations for selecting the value 
of F, the number of filters increases with the depth of the 
convolution layers from 16 to 96 when using the filters 
recommended by others [6]. In this case, there should 
be an even number of filters, which is dividable by 2 up 
to single digits [20].

3. To select the function that activates the neurons in 
a convolutional layer, the threshold function is the best 
option.

T a b l e  1
An example of the modified architecture of the LeNet convolutional neural network [23]

Layer  
No. Layer type Dimension  

of neuron plane P S F/U K Filters AF/Subf

1 Input 32×32×3 — — — — — —
2 Convolutional 14×14×6 0 2 5 — 6 Threshold
3 Integration 4×4×6 — 2 2 — — Max
4 Convolutional 2×2×6 0 1 3 — 6 Threshold
5 Integration 1×1×6 — 2 2 — — Max
6 Output 1×1×2 — — — — — —

S.V. Aksenov, K.A. Kostin, A.V. Ivanova, J. Liang,  A.V. Zamyatin
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classification results. Below is a list of these parameters 
ranked by their impact on the accuracy of classification.

The most important parameters are:
1) the size of filter F determines the efficiency of the 

feature selection in the image and the number of stored 
network parameters; it, therefore, is one of the most 
significant characteristics of the architecture;

2) the global network characteristic (the network level 
configuration) is determined by the types of layers it is 
comprised of. The study considers three types of levels: 
a level consisting of consecutive convolutional layers 
and a subsampling layer; a truncated level consisting 
of a convolutional layer only; and an extended level 
consisting of consecutively arranged two convolutional 
layers and one layer of subsampling.

Less significant parameters:
1) the number of filters (Filters) used in the 

convolutional layer of the network; it determines the 
variety of features that can be selected but is also able to 
facilitate rapid retraining of the network. This parameter 
is important, but the range of its possible values can 
significantly restrict the other parameters;

2) the number of levels or the depth of the network 
is largely determined by other network parameters but 
has a significant impact on the accuracy of classification 
of complex images. Complicating the architecture and 
adding a new level to the network can improve the 
resulting quality.

The other characteristics of the network layers are 
either strictly specific, such as the parameters of the 
subsampling layer, or auxiliary that have a limited effect 
on the results [24–30].

The new approach to the creation of an 
effective architecture of CNN, which is based on 
recommendations on choosing the values of network 
parameters and ranking the most significant of them, 
allows us to propose a more sophisticated approach 

4. Selecting the values for the subsampling layer 
parameters:

U=2, S=U, Subf=max. For N≤1, the subsampling layer 
is not used.

5. The decision to create a new convolutional layer 
is based on the following: if N≥3, another convolutional 
layer is created — you go to point 2; otherwise, you go 
to the subsequent point.

6. For a fully connected network layer, the condition 
of K=C should be set and the sigmoid activation function 
applied.

If the network performance is not good enough then 
its architecture can be sophisticated using the following 
rules:

a convolutional layer is added to one of the network 
levels, beginning with the last and deepest one;

the number of filters is increased (by 10–25% of the 
baseline figure), starting from the last and deepest level;

a new level of the network is added.
An example of a CNN with an effective architecture, 

created using the proposed approach, is presented in 
Table 2.

The use of this architecture in solving the tasks 
of medical image classification is exemplified in the 
experimentation section and compared with the LeNet 
[23] architecture (see Table 1). The present approach 
takes into account the earlier experience of developing 
successful configurations and allows one to enter the 
verified values of the network parameters in reference to 
the input data.

Creating an adaptive ensemble  
of convolutional neural networks

Based on reports [18, 21–23] on machine learning 
and the use of different CNN configurations, we identified 
the parameters having a significant impact on the 

T a b l e  2
An example of the proposed efficient architecture of the convolutional neural network 
built for solving the tasks associated with video analysis of medical data

Layer 
No. Layer type Dimension  

of neuron plane P S F/U K Filters AF/Subf

1 Input 32×32×3 — — — — — —
2 Convolutional 32×32×24 1 1 3 — 24 Threshold
3 Integration 16×16×24 — 2 2 — — Max
4 Convolutional 16×16×32 1 1 3 — 32 Threshold
5 Integration 8×8×32 — 2 2 — — Max
6 Convolutional 8×8×32 1 1 3 — 32 Threshold
7 Integration 4×4×32 — 2 2 — — Max
8 Convolutional 4×4×32 1 1 3 — 32 Threshold
9 Integration 2×2×32 — 2 2 — — Max

10 Fully connected 1×1×2 — — — 2 — Sigmoid
11 Output 1×1×2 — — — — — —

An Ensemble of Convolutional Neural Networks for the Use in Video Endoscopy
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Yensemble=1∑T yi(x).
           T    i=1

T a b l e  3
The architecture of the first convolutional neural network included  
in the adaptive ensemble

Layer  
No. Layer type

Dimension  
of neuron 

plane
P S F/U K Filters AF/Subf

1 Input 32×32×3 — — — — — —
2 Convolutional 32×32×16 2 1 5 — 16 Threshold
3 Integration 16×16×16 — 2 2 — — Max
4 Convolutional 16×16×20 2 1 5 — 20 Threshold
5 Integration 8×8×20 — 2 2 — — Max
6 Convolutional 8×8×20 2 1 5 — 20 Threshold
7 Integration 4×4×20 — 2 2 — — Max
8 Fully connected 1×1×2 — — — 2 — Sigmoid
9 Output 1×1×2 — — — — — —

T a b l e  4
The architecture of the second convolutional neural network included  
in the adaptive ensemble

Layer  
No. Layer type

Dimension  
of neuron 

plane
P S F/U K Filters AF/Subf

1 Input 32×32×3 — — — — — —
2 Convolutional 32×32×24 1 1 3 — 24 Threshold
3 Integration 16×16×24 — 2 2 — — Max
4 Convolutional 16×16×32 1 1 3 — 32 Threshold
5 Integration 8×8×32 — 2 2 — — Max
6 Convolutional 8×8×32 1 1 3 — 32 Threshold
7 Integration 4×4×32 — 2 2 — — Max
8 Convolutional 4×4×32 1 1 3 — 32 Threshold
9 Integration 2×2×32 — 2 2 — — Max

10 Fully connected 1×1×2 — — — 2 — Sigmoid
11 Output 1×1×2 — — — — — —

T a b l e  5
The architecture of the third convolutional neural network included  
in the adaptive ensemble

Layer  
No. Layer type

Dimension  
of neuron 

plane
P S F/U K Filters AF/Subf

1 Input 32×32×3 — — — — — —
2 Convolutional 32×32×24 2 1 5 — 24 Threshold
3 Integration 16×16×24 — 2 2 — — Max
4 Convolutional 14×14×32 0 1 3 — 32 Threshold
5 Convolutional 12×12×32 0 1 3 — 32 Threshold
6 Integration 6×6×32 — 2 2 — — Max
7 Convolutional 4×4×48 0 1 3 — 48 Threshold
8 Convolutional 2×2×48 0 1 3 — 48 Threshold
9 Integration 1×1×48 — 2 2 — — Max

10 Fully connected 1×1×2 — — — 2 — Sigmoid
11 Output 1×1×2 — — — — — —

to building an adaptive CNN based 
classifier. This approach involves 
the creation of an ensemble of CNN 
classifiers. In this, in order to provide 
insensitivity to changes in the initial 
data and applicability to solving various 
classification problems, the ensemble 
incorporates a set of networks where the 
most significant factors differ from each 
other. Moreover, each network is created 
by using such parameter values that the 
selected architectures are located at the 
most distant points of the parameters 
space, as proposed by our approach 
to the creation of an individual effective 
architecture.

The formation of CNN architectures 
for the ensemble is based on selecting 
the significant network parameters 
that differ from each other (the size of 
convolutional layer filters, the network 
level configuration). This includes 
defining the architectures of the CNN for 
the ensemble:

with different values of parameter F of 
the convolutional network layer according 
to the proposed approach;

with different network levels (extended, 
full and truncated).

Based on the obtained set of CNN, an 
ensemble of models is created; there, 
the final result is derived by averaging 
the results obtained from each model 
separately:

(6)

The proposed model of pathology 
classifiers is composed of an adaptive 
ensemble of CNN; their configurations 
are presented in Tables 3–5.

In the next section, the performance 
characteristics of the proposed 
architectures are presented; those 
are specifically adjusted to solving the 
problem of pathologies classification 
based on video-colonoscopy data. Below, 
the proposed model is analyzed in terms 
of its adaptability and resistance to 
changes in the input data.

Experimentation

To assess the performance of both 
an individual CNN with an effective 
architecture and an adaptive CNN 
ensemble, and compare their capabilities 
with the existing and actively used model 
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Figure 3. Images of the rectum obtained by video-colonoscopy:
(a) rectal polyps; (b) minor structures and artifacts in the normal rectum

based on the modified LeNet architecture [23], we 
have solved the task of building a classifier from video 
colonoscopy data. In the procedure of colonoscopy, 
a visual analysis of the internal surface of the colon is 
used to localize polyps (abnormal formations over the 
mucous membrane), take a biopsy and remove lesions.

Figure 3 shows video of colon segments containing 
polyps as well as segments of normal colonic mucosa. 
The latter look similar to neoplasms (such objects 
include benign anatomical variations, fecal masses, light 
spots etc).

In a comparative study of images obtained with 
different endoscopes in different patients, the quality 
of the obtained images greatly varied. Specifically, the 
following characteristics of the endoscope may affect 
the quality: optical angle, resolution, focal length, the 
degree of illumination, and the type of light source [11]. 
Among other factors, there are patient-specific features, 
like the colon walls color, the vascular pattern, pre-
examination preparation by the patient (the presence of 
fecal remains, their color and quantity). In addition, the 
analysis may be affected by defocusing, underexposure 
or overexposure of some areas, the presence of fluid 
on the optical lens, glares on the colon walls and other 
instrument associated events [20].

To obtain the models of individual and assembled 
networks that have a greater capability of generalization, 
about 40% of the samples selected for training 
and testing have been modified to simulate image 
deformations caused by optical effects. Underexposed 
and overexposed images have been simulated using 
histogram transformations, where the transformation 
function is determined adaptively from the original 
histogram of the image. In our case of discrete digital 
images, the brightness is represented by the so-called 
LUT brightness mapping table [24].

The processing of the image histograms via the 
brightness mapping table is carried out using the 
transformation:

Im[i, j]=LUT(Im[i, j]),                            (7)

where Im[i, j] is the intensity of an image pixel with the 
coordinates i, j, and the LUT is a whole number array of 

256 elements for the 8-bit image or 65,536 elements for 
the 16-bit image obtained by the adaptive LUT.

Underexposure occurs when the image histogram 
is smoothed in the area of bright colors (“lights”). 
Overexposure, on the contrary, occurs in the area of 
dark colors (“shadows”).

Figure 4 shows examples of converting the original 
image into underexposed and overexposed versions, as 
well as the histogram of the pixel intensity distribution in 
such cases.

To simulate the camera lens contaminated with fluids, 
the Gaussian blur technique is used (Figure 5).

A set of data derived from the CVC-ColonDB 
database [25] and 20 short video records of colonoscopy 
from University of Arizona (Phoenix, USA) were used to 
test the proposed approach aimed at creating a CNN 
with an effective architecture and an adaptive ensemble 
of CNN.

The study compared the results of training and 
testing identical samples with the use of three different 
classifiers: the modified LeNet architecture [23], the CNN 
with an effective architecture, and the adaptive ensemble 
of CNN proposed in this study; the characteristics of 
these three classifiers are presented in Tables 1, 2, and 
3–5, respectively. The evaluation of the sensitivity and 
specificity for each model allowed us to rank them by the 
quality of the provided solutions and draw conclusions 
on the prospects of using these algorithms in practice.

The entire set of data under study included 7470 
images of 3735 polyps and 3735 images of minor 
structures of the human rectum. In addition, a test 
set of 830 images was also used; of those, 415 were 
video-records of polyps and 415 — of minor intestinal 
structures. This test sample was aimed to evaluate the 
generalizing abilities of the models. We used images 
made in the RGB format of 32×32 pixels.

In our experiments, the initial data set was divided into 
subsets of randomly generated training samples; those 
included either 100 or 1000 images of polyps (half of the 
samples) or pathology-free colon (the other half). These 
subsets were needed to test the changes in the classifier 
performance caused (if any) by changes in the volume 
of the training sample, and also determine the stability of 
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the created architectures by testing the networks trained 
with subsets of the major test sample of 830 images.

Testing the individual convolutional  
neural networks

Figure 6 shows the ROS curves based on the 
modified LeNet classifiers and the proposed CNN 
with an efficient architecture using the test-set of 830 
samples; the subsets of training samples of 100 or 1000 
images and the complete training set of 7470 images 
were used for training.

When the networks trained with a sample of 100 
images were compared for their performance, the 
architecture proposed in the present study showed a 
significantly higher quality. However, as the training 
sample size increased, the quality of image recognition 
became comparable; upon further increase in the 
training sample size, the proposed classifier obviously 
became more accurate as compared with the modified 
LeNet architecture. The results show that the CNN 
with an efficient architecture works better with large 
training samples, but it is sensitive to changes in the 
initial data.

Figure 5. A colonoscopy image 
processed with the Gaussian blur 
technique:
(a) the original image; (b) the blurred 
imageа b

а b c

Figure 4. Examples of converting the original image (a) to underexposed (b) and overexposed (c) images
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Figure 6. ROS curves reflecting the changes in 
the classification accuracy with changes in the 
training sample size for the modified LeNet and 
for the proposed convolutional neural network 
(CNN) with an efficient architecture
The value in parentheses near the model name 
denotes the number of training samples
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Figure 7. ROS curves reflecting the changes 
in the classification accuracy with changes in 
the training sample size for the modified LeNet 
and for the proposed adaptive ensemble of 
convolutional neural networks (CNN)
The value in parentheses near the model name 
denotes the number of training samples

Testing the ensemble and individual convolutional 
neural networks

Figure 7 demonstrates the ROS curves resulted from 
testing the classifiers based on either the modified LeNet 
architecture or the adaptive CNN ensemble proposed in 
this study using the test set of 830 samples; the subsets of 
training samples of 100 or 1000 images and the complete 
training set of 7470 images were used for training.

According to the presented results, the accuracy 

of classification performed by our CNN ensemble 
is superior to that achieved with the modified LeNet 
architecture at any set of training samples. When all 
three models trained with the full set of 7470 samples 
are compared, then the ensemble provides the highest 
classification accuracy in comparison with any model of 
individual neural network — both the modified LeNet and 
the CNN with an efficient architecture (Figure 8).

Thus, the present experimentation provides good 
evidence in favor of the proposed approaches towards 
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Figure 8. Classification accuracy of three 
models of convolutional neural networks 
(CNN) trained with a full set of 7470 
samples
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building reliable image classifiers for both individual 
neural networks and an ensemble of networks. The 
results rationalize the use of the proposed models even 
with a small sample of images.

Conclusion
The technology of the proposed classifiers of 

pathological formations is based on the analysis of 
CNN architectures that proved their efficiency in solving 
practical problems of medical diagnostics. By analyzing 
and generalizing the architectures of the successful 
models, we have developed an approach towards 
creating a non-excessive convolutional neural network. 
This network with an efficient architecture allows us to 
solve the problems of image classification related to 
pathological formations identified with video-colonoscopy. 
The additional studies have shown that it is possible 
to improve the quality of classification by applying an 
ensemble of convolutional neural networks, taking 
into account the functions described in the developed 
approach. Our experiments demonstrate a high-quality 
performance of the ensemble, even with small samples.
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