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The aim of the study was to develop a control system for a robotic wheelchair with an extensive user interface that is able to support 
users with different impairments.

Different concepts for a robotic wheelchair design for disabled people are discussed. The selected approach is based on a cognitive 
multimodal user interface to maximize autonomy of the wheelchair user and to allow him or her to communicate intentions by high-level 
instructions. Manual, voice, eye tracking, and BCI (brain–computer interface) signals can be used for strategic control whereas an intelligent 
autonomous system can perform low-level control. A semiotic model of the world processes sensory data and plans actions as a sequence 
of high-level tasks or behaviors for the control system.

A software and hardware architecture for the robotic wheelchair and its multimodal user interface was proposed. This architecture 
supports several feedback types for the user including voice messages, screen output, as well as various light indications and tactile signals.

The paper describes novel solutions that have been tested on real robotic devices. The prototype of the wheelchair uses a wide range 
of sensors such as a camera, range finders, and encoders to allow operator to move safely and provide object and scene recognition 
capabilities for the wheelchair. Dangerous behavior of the robot is interrupted by low-level reflexes. Additional high-level safety procedures 
can be implemented for the planning subsystem.

The developed architecture allows utilizing user interfaces with a considerable time lag that are usually not suitable for traditional 
automated wheelchair control. This is achieved by increasing time allocated for processing of the interface modules, which is known to 
increase the accuracy of such interfaces as voice, eye tracking, and BCI. The increased latency of commands is mitigated by the increased 
automation of the wheelchair since high-level tasks can be given less frequently than manual control. The prospective solutions use a 
number of technologies based on registration of parameters of human physiological systems, including brain neural networks, in relation to 
the task of indirect control and interaction with mobile technical systems.
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Introduction

Today nearly 10% of all disabled people, or 1% 
of the Earth population, need wheelchairs [1]. For 
various reasons about 40% of them are not provided 
with specialized wheelchairs [2], and many of the 

available vehicles are not well suited for specific 
patients. Therefore it is extremely important to create 
multi-functional wheelchairs, taking into account all 
types of functional disturbances. Modern mechanized 
wheelchairs allow direct manual movement control, 
usually with a joystick, and many people with impaired 
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motor functions cannot use them. The modular control 
system of a multifunctional wheelchair proposed in this 
work allows disabled people with severe functional 
impairments, including complete paralysis, to move.

There are two main ways to interact with disabled 
persons. The first way is to use new types of interfaces 
between people and technical devices. The second 
one is to simplify the process of interaction through 
the intellectualization of technical devices and the 
expansion of their functionality. This work describes 
the development of an integrated system for human 
interaction with a robotic wheelchair for disabled 
people. The combination of new types of human-
machine interfaces (HMI) and the intellectual control 
system creates a new quality of control. In the end, the 
wheelchair for disabled persons should implement the 
functions of delegated autonomy, solving a set of local 
and global control tasks automatically. On the other 
hand, the developed interface should provide control 
methods of the wheelchair to the user, both at the 
operational level and at the task and behavior levels. 
In other words, user instructions should be interpreted 
as high-level control sequences, and the entire 
interpretation and execution of elementary commands 
should be performed by the autonomous control system. 
It is assumed that the application of such an interface at 
the top level will facilitate the wheelchair control process 
and will make it practically useful for a wide range of 
disabled people as well as increase the accuracy and 
speed properties of the wheelchair. It should also be 
noted that the use of an autonomous control system with 
high-level commands allows developer to extend the 
range of applicable HMI, including slow neural interfaces 
based on electroencephalography (EEG) and functional 
near-infrared spectroscopy (fNIRS), which cannot be 
applied to direct control at the lower level. So far, such 
interfaces do not give an acceptable rate of receiving 
commands to implement operational control. However, 
some lower-level commands as an emergency abrupt 
stop-command should be in the system anyway.

Thus, the basic architectural model of the control 
system for the robotic wheelchair is a service-oriented 
transport system with autonomous control facilities. The 
multimodal interface for human-computer interaction will 
provide tasks at the top level of control hierarchy. Direct 
operational control is also optionally possible.

Wheelchair control systems analysis

The most important part of automated robotic 
wheelchair is a thoughtful method of user interaction. 
The interfaces of many modern complex technical 
systems allow disabled persons to work with them 
successfully, but in the case of the wheelchair, their 
requirements are particularly diverse. Virtually any 
known method of interaction is unsuitable for a certain 
group of users. Robotization of the wheelchair is further 
complicated by the requirements of real-time control 

under extremely diverse outer conditions. Also an error 
cost can be very high.

Since the time automated wheelchairs began to move 
using their own power, a large number of ways to control 
them has been proposed. These methods could be 
classified according to the type of control signals, taking 
into account that often different types of user interaction 
are combined.

If a person has the following functions intact: (1) the 
motor functions of the limbs, (2) vision, and (3) higher 
mental functions, then it is easy to organize direct 
wheelchair control using traditional means: buttons, 
joystick, steering wheel or pedals. However, in case 
of violation or weakening of at least one of the listed 
functions, direct control becomes difficult, impossible or 
dangerous.

In this situation, there are two possible ways of 
development:

1. Attempts to restore the damaged function with the 
help of other safe functions to the level necessary for 
direct control.

2. Implementation of an indirect control scheme 
in which the operational control of the movement is 
carried out fully automatically, and the person sets only 
high-level commands: end points of the route or any 
additional actions.

The first strategy has a long history of development. 
For example, ordinary glasses can correct some visual 
impairment. The use of electromyographic signals from 
the intact muscles allows a person to replace certain 
motor functions. The use of the eye tracker allows direct 
control of movement in case of a significant violation of 
muscle activity.

However, in some cases it is not possible to 
achieve the required speed or accuracy of the 
control. Thus, existing neural interfaces based on 
electroencephalogram or fNIRS have a time resolution 
measured in seconds under optimal conditions [3], 
and are not suitable for direct control. To restore some 
possibilities of vision, the devices, that verbally describe 
objects appeared in front of a person, are recently 
developed [4]. They are undoubtedly a breakthrough for 
people with visual impairment, but their speed is also 
not enough for the direct control of a moving wheelchair. 
As for higher mental functions, the means for facilitating 
them in real time are only at the research stage.

The second strategy allows us to bypass the 
limitations associated with the low speed and unreliability 
of natural or restored functions. For example, for the 
automatic control system, a low rate of high-level 
commands is allowed, on the order of several minutes, 
which is available for all existing neural interfaces. Such 
a control scheme is protected from errors, since all 
commands in it are permissible, and operational control 
is carried out automatically, and it can be applied even 
for people with certain types of impairments of higher 
mental functions, which is impossible for direct control 
systems.

Architecture of a Wheelchair Control System
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In our implementation, we use a combination of these 
strategies:

1. The possibility of direct control with a joystick.
2. Facilitation of motor functions for direct control 

using an eye tracker and electromyography.
3. Implementing indirect control with high-level 

commands. Commands can be given using various 
accessible functions: speech, limb movements (buttons, 
joystick), eye movements (eye tracking), muscle activity 
(electromyography), electric brain potentials (EEG), 
changes in brain blood flow (fNIRS) or any other. It is 
also possible to duplicate the means of giving indirect 
commands to increase reliability of the system.

Let us consider possible HMI suitable for direct and 
high-level control in more detail.

Voice control system for wheelchair was described 
many years ago [5]. The first systems usually recognized 
words from a predefined instruction set. Linguistic 
methods of command recognition in a language close to 
natural were developed later. Accuracy of the recognition 
was about 97% [6]. With a fairly rich recognizable 
language, it was possible to set high-level tasks 
understandable for humans. This type of interaction has 
some drawbacks such as vulnerability to extraneous 
noise and the need for operator to pronounce commands 
clearly.

One can use the signals that occur in the muscles 
during tension for control. With this approach, a set of 
simple commands to move in a certain direction or to 
stop maps to certain signals from sensors that record 
the electrical activity of the muscles. For control, facial 
muscles  [7, 8], torso, neck [9], hand muscles [10] could 
be used. As a rule, the read signals generate commands 
that set the motion direction, as in the case of joystick 
control. False positives due to accidental muscle 
contraction, including fatigue, are a significant problem 
for such systems (for example, in the last of these 
studies, the percentage of false positives reached 50% 
for individual muscles).

There are designs that use the direction of gaze to 
control movement. This approach is very promising, since 
it can allow one to move independently, even to those 
who cannot use either voice control or muscle tension. 
Types of input signals for such systems are very diverse. 
Sometimes the movement of the eye acts similarly to the 
movement of the joystick. In other cases, the user has to 
fix his gaze on the areas of space where he would like 
to move, and the control system should independently 
calculate the trajectory to achieve the goal. This method 
allows to increase the level of control tasks. 

Eye movement tracking poses a number of important 
issues. It is necessary to enter the movement mode in 
and out using specific gaze patterns that are not found 
in motion control. It is also necessary to distinguish 
between controlled, deliberate displacement of sight 
from accidental, caused by involuntary eye movement 
or fatigue (the problem of “Midas touch” [11]) and 
from control over the execution of a previously given 

command. Because of this, the complexity of the signals 
that can be sustained by a person and recognized by the 
control system is limited. A more complete discussion 
of this problem is given in [12]. Among the proposed 
methods of dealing with false positives, the fixation of 
gaze on a certain object for a specified time (about 0.5 s) 
can be mentioned [13] as based on the earlier estimation 
of communicative gaze fixation time [14].

Methods are being developed that use 
encephalographic data [15, 16] reflecting the electrical 
activity of the neural networks of the brain in cognitive 
processes, to control computer devices. Their advantage 
is the possibility to consider brain activity in any, even a 
fully paralyzed patient; therefore the coverage of users is 
wide. However, this approach has significant drawbacks: 
the operator needs an assistant to prepare the data for 
reading, high-quality hardware is required to obtain the 
EEG, the proportion of erroneous readings can reach 
50%. For example, due to the difficulties of correct 
reading in [17], the read time of the stop command 
reached an average of 5 s, which is unacceptable for 
practical use. However, it is also noted there that with 
higher-level control (indicating the end point of the route)  
and greater intelligence of the wheelchair, reliability and 
speed of work should increase.

Recently, research has been conducted on the use 
of fNIRS technology for the tasks of brain–computer 
interfaces. Since this technology is based on changes in 
the blood flow of the human brain (correlated with the 
electrical activity of the brain neural networks), its speed 
is measured in tens of seconds per command [3]. The 
use of combined EEG-fNIRS systems can increase the 
speed to a few seconds and the accuracy of command 
classification up to 96.7% [18]. These speed and 
accuracy are suitable for giving high-level commands to 
robotic devices, but are still too slow for direct control.

As can be seen from the above, many modern control 
methods have significant advantages, but it is impossible 
to choose one of them that will suit well all groups of 
patients. Since errors in control signals of different 
recognizers often occur independently, the quality of 
work can be improved by combining different types 
of interfaces that record many different physiological 
indicators of the same cognitive process. Numerous 
solutions have been proposed, for example, combining 
gaze movement tracking and a computer vision system 
to track features in the operator’s sector of view [19]. 
This interface tracks objects that the eyes are pointing 
at and makes an assumption whether the observed 
movement pattern has been a control signal or not.

General wheelchair architecture and interfaces

Thus, the developed architectural solution should 
work with a wide range of interface devices. However, 
all the mentioned user interaction methods have 
drawbacks that make operational, low-level wheelchair 
control unreliable and unsafe. The command recognition 

V.E. Karpov, D.G. Malakhov, A.D. Moscowsky, M.A. Rovbo, P.S. Sorokoumov, B.M. Velichkovsky, V.L. Ushakov



СТМ ∫ 2019 ∫ vol. 11 ∫ No.1   93

 AdvAnced ReseARches 

accuracy is low, and fundamental physiological 
limitations prevent it from improving. At the same time, 
command delays of the interfaces are too long for 
comfortable and precise operational control.

These limitations can be overcome by delegating 
control to a higher level. Instead of low-level commands, 
the movement can initiate high-level actions consisting 
of a set of commands that are generated and controlled 
by an intelligent wheelchair control system. This allows 
reducing the requirements for the interface delays and 
mitigates problems that may arise from incorrectly 
recognized commands.

A high-level control system allows combining 
interfaces that are best suited for a particular operator. 
Some interface devices are suitable for both low-
level and high-level commands (joystick, myosensors, 
eye trackers) while others can be used only for high-
level command recognition. To work with devices of 
different classes, the system must be able to analyze 
commands from different levels simultaneously and thus 
it must have a powerful method for describing complex 
behaviors composed from simple ones.

Implementing high-level control to solve the problem of 
delays in the operational (low-level) control gives rise to 
the problem of defining user commands. Since high-level 
commands have a large number of different variations 
and can be associated with observable objects, in 
contrast to low-level motion commands, it is necessary to 
use models and methods capable of working with these 
concepts. One of the approaches is a control architecture 
based on semiotic networks [20] (thereafter it would be 
called semiotic control). Methods based on ontologies, 
for example, RoboBrain [21] and SO-MRS for multi-
agent systems [22], are also capable of working with 
objects and concepts, but they focus on the transferring 
knowledge of concepts between robots, as well as on 
the binding of objects and concepts. At the same time, 
such conceptual system acts as an external source of 
knowledge. In the proposed approach, on the contrary, 
the semiotic structure is an integrating mechanism — 
the semiotic network unites in a single system the 
mechanisms for activating actions, description of the 
model of the world, agent goal-setting and provides 
connection to the natural language commands of the 
operator. Since commands (and even just statements) 
pronounced by a person can be conveniently represented 
by a description that operates on concepts, it is natural 
to transfer them to a control system that plans actions 
based on a network of concepts.

Automatic wheelchair control problems that arise at a 
lower level can be handled separately. The mechanisms 
that should be implemented in a wheelchair control 
system are the following.

1. Low- leve l  re f lexes. Reflexes of the lower level 
are responsible for the braking of the wheelchair in 
case of an emergency situation — detected possibility 
of a collision with an obstacle, danger of falling from a 
height, etc.

2. Computer  v is ion  sys tem. Since the interface 
involves communicating with a person, some high-level 
commands will, in one way or another, be in human 
terms. So it is natural to expect a command like “drive 
up to the table”. In this setting, the sensor system must 
be able to find a table in the surrounding space for the 
control system to be able to build a route to it.

3. Nav iga t ion  and loca l i za t ion. Landmark (or 
other objects) recognition and map building capabilities 
are essential for successful navigation in a natural 
environment.

4. Tra jec tory  bu i ld ing  and fo l low ing. This 
system must be able to bring the wheelchair from its 
starting position to the position requested by the user, 
while avoiding collisions and dangerous zones.

Semiotic world model of the robot

The main element of the control system is a semiotic 
network [20], that consists of signs and links between 
them that are built using a set of rules. The mechanism 
for describing the system is a first-order logic grammar. 
The intelligent wheelchair has a multi-level control 
structure: it has its own sensors, effectors, a system of 
reflexes, and some other low-level elements. All these 
elements are connected to each other by the semiotic 
system which describes perception elements (sensors), 
actions and contains names of the corresponding signs. 
The names of signs allow us to connect the semantic 
networks formed by the text command analysis system 
and the semiotic network that serves as a model of the 
agent world. At the same time, individual elements are 
combined into signs, which can be further connected into 
more abstract high-level constructions (for example, the 
“living room” sign, which is a subclass of the “room” sign). 
Since the system is capable of working with a limited 
set of concepts defined by sensory capabilities and 
embedded low-level action algorithms, a fixed vocabulary 
of symbol names (object types), attributes, and actions 
is used as a description of the interface between the 
speech analysis system and the semiotic control system.

Signs describing a world model are made up of 
closed atomic formulas of first-order logic (statements) 
and STRIPS operators, which are triples (productions R) 
of the following form:

R=<C, A, D>,                                (1)

where C are the preconditions of the operator, A is the 
addition list of clauses, D is the deletion list.

All entities perceived by an agent in the semiotic 
world model are represented as signs. Formally, each 
sign is described by an ordered set of four components 
(Figure 1):

S=<n, p, m, a>,                              (2)

where name n connects the elements of the semantic 
network of a command obtained from speech analysis 
and signs in the semiotic control system;

Architecture of a Wheelchair Control System
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percept p consists of observable (or otherwise 
inferred by the sensory system) assertions about the 
signified entity;

the functional meaning m is a set of STRIPS 
operators (1), which allow to get information about 
the world that is not directly observed with the help of 
inference (note that this inference can use information 
from multiple sensors unlike the inference mentioned in 
the percept description);

personal meaning a consists of a set of actions 
related to the sign, each of which corresponds to a 
STRIPS operator (1).

The semantics of a specific action is a low-level 
(outside the sign system) algorithm implemented 
by standard control methods, for example, a finite 
state machine. The semantics of a percept p are the 
algorithms of perceptual recognition, which directly 
determine the presence of this property in the observed 
object (or, in general, in the scene).

The description of signs and connections between 
them is carried out using first order logic language. 
Triplets of conditions, additions, and deletions are 
STRIPS operators, which are used exactly once during 
a logical inference step in a certain order. During a 
planning step they can be used in an algorithm similar to 
the STRIPS method [23], but using a semiotic description 
of the problem. It must be noted that STRIPS planning 
was also used in control systems based on a semiotic 
network in the work [24], albeit in a slightly different 
manner. Nevertheless, it still shows the applicability of 
the method to this type of models. 

The STRIPS planning algorithm uses a variable state 
in the form of a list of true facts and uses operators to 
search in the state space. In the method we propose, 
these operators are also used to supplement and update 
the facts about the new state of the world in the semiotic 
model not just during planning, but also during action 
execution. The state of the world is preserved between 
successive actions of the robot. This means that the 
order of application of operators is important, and the 

logical system constructed can be non-monotonic. 
Despite these problems, this method speeds up 
the updating of facts about the world at every step 
by preserving those facts that were previously 
derived, if they do not contradict the new data. 
It also functions as a memory mechanism when 
facts that are not directly derived from current 
observations, remain in the knowledge base of 
the agent.

Different implementations of actions can 
be used at the lower level, for example, finite 
automata or hierarchical strategies. Both methods 
have a natural way to discretize control — the 
transition between states. Depending on the 
implementation such a transition can take place 
at the completion of the most basic action in the 
hierarchy. In the intervals between such actions, 
the control goes through the rest of the cycle: the 

data from the sensors is used to update the semiotic 
network, which is the knowledge base of the agent, 
logical inference happens, then planning and processing 
of the user commands.

The activity of an intelligent agent is provided by 
intentional mechanisms. These are the algorithms of the 
system and the data structures associated with them 
which initiate agent actions aimed at accomplishing any 
goal. One of the reflex levels is implemented outside 
the semiotic system (which is responsible for “cognitive” 
processes) at the lower level for safety reasons — it is 
able to intercept control to avoid collisions. In addition 
to user commands, the system must also consider the 
environment and take care of the operator safety. The 
execution of a command may require a number of 
different sequential actions interrupted by reflexes in 
a changing environment and subsequent re-planning. 
This leads to the need to consider the user’s command 
as one of the goals of the intelligent control system 
that should be achieved in the process of execution, 
but not the only one. Instead it should be considered 
as a constraint, but the system itself has to be 
designed based on its own activity and a set of internal 
mechanisms governing its behavior. An example of an 
architecture that supports the concept of autonomous 
goal setting is emotion-need architecture [25]. However, 
it is difficult to add external control in the form of 
commands into such a system without modifications. 
Instead it is possible to partially describe the needs 
using a semiotic representation in the form of rules that 
are part of the functional meaning (m component of the 
sign). The choice of the satisfied need is supplemented 
with an algorithm that is external with respect to the 
semiotic model.

To make a decision about the next action, the agent 
must also determine which of the preconditions of actions 
in personal meanings are fulfilled. The expressions in 
the conditions of the rules are checked against the facts 
added by the operators from the functional meaning of 
the signs (m part of the sign).

Figure 1. World model of the robot based on signs:
(a) a sign consists of name, image, significance and personal meaning; 
(b) a semiotic network includes both signs and semantic networks built 
on uniform components of signs

а b
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Robot control system

The software architecture of the system is depicted 
in Figure 2. The control system has multimodal input 
and output, which, whenever possible, duplicates 
functionality to support the largest possible number of 
users with various disabilities and provides an effective 
interface for interacting with the wheelchair. 

The input system consists of a sound input, 
mechanical manipulators (joystick, buttons), eye 
tracker oculomotor control system, myogram-based 
neural interfaces, electroencephalogram, and fNIRS. 
The standard mode of operation involves giving high-
level commands, i.e. setting goals for an intelligent 
wheelchair, however, the possibility of activating a lower-
level (operational) direct control for movement is also 
provided. The feedback for the user consists of voice 
messages (for example, reporting the impossibility of 
executing a command or asking to clarify a command), 
screen output, as well as various LED indications and 
tactile feedback system signals. These two systems 
of HMI devices are connected to a computer either via 
an HMI controller or directly.

The lower level that works directly with the hardware 
has a camera, a set of various sensors (range finders 
and encoders), actuators (motors) and the main 
controller that coordinates the interaction with the 
computer. The main controller of the robot uses almost 
raw sensor data with minimal preprocessing and 
implements simple low-level behavior patterns, such as 
moving forward without collisions, moving along a wall, 
avoiding obstacles, etc. It also has a rangefinder-based 
reflex system that can block dangerous low-level actions 
at any time in order to avoid collisions. The video stream 
is sent directly to the image processing system of the 
computer. The rest of the sensor data is also processed 
before being used in the control system at the computer 
side.

At the top level, the control system is based on a 
semiotic model of the world. It receives the processed 
data in the form of objects, the relations between 
them, relative positions of the obstacles, which are 
supplemented by the logical inference based on the 
information stored in the signs known to the system. 
Planning is done using the semiotic system and it 
either selects the current action directly or returns a 

Figure 2. Architecture of control software for the intellectual wheelchair
In the diagram, arrows indicate the direction of the information flow. Red color indicates the flow of 
commands from the user to the wheelchair and green shows feedback that informs the user about the 
state of the robot or requests for clarification of a command
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plan as a sequence of high-level actions (behaviors). 
At the same time, the activation of the planning and 
execution of actions can be triggered by several different 
mechanisms: a direct user command or the internal 
intentional system. The latter is involved in the process of 
selecting the current goal, even if the user has set some 
goal for the system. This is necessary in order to enable 
the system to balance the safety of operation and the 
immediate fulfillment of the user’s desire. The planning, 
intentional and world model systems are connected by 
the continuous control module, which, at each step of the 
system, launches the necessary processes for updating 
the world model, planning, monitors user commands 
and sends high-level commands for execution. It also 
contains another system of reflexes that can interrupt 
dangerous behavior of the wheelchair based on the 
analysis of sensors that is available only to the high-level 
system and cannot be tracked at the level of the main 
controller.

High-level commands (behaviors) can be 
implemented in different ways and are not described 
directly in the sign system: it only contains information 
about their availability, conditions for activation and 
expected consequences. It is convenient to use, 
for example, finite automata or options (hierarchical 
strategies mentioned in the context of reinforcement 
learning [26] as their implementations). They send 
low-level commands to the controller. For example, a 
“find object” behavior can use movement commands, 

avoidance of obstacles and movement to the observed 
object using the camera.

The speech interaction subsystem consists of a 
speech-to-text, text-to-speech module, and a module 
that analyzes a text message and transforms it into 
semantic networks that are transmitted as commands 
to the wheelchair control subsystem. The user receives 
the results of executing commands or requests for 
clarification verbally using the text-to-speech module, 
and the commands are entered by the module speech-
to-text. Language for interaction with the user is close 
to natural. In particular, by determining the insufficiency 
of information in a command, the control system based 
on the sign model can generate requests for clarifying 
ambiguous orders. The speech module communicates 
with the control system using a special module that 
uses a dictionary of concepts. The dictionary contains 
concepts such as attributes of objects that the user 
can use in the descriptions, types of objects and known 
actions. It is used to convert the semantic network 
recognized by the text analysis module into a fragment 
of the world model, for verification of the possibility 
of such a transformation, and for sending a request to 
clarify the elements of a command or a message for the 
user about its unattainability if it is necessary.

An example of a semiotic description of the 
intellectual wheelchair’s world model is shown in listing 
Table 1. This description includes the signs “wheelchair”, 
“bedroom”, “living room”, “room”. Each sign is described 

by statements about their type (object “bedroom” 
is a “room”) that forms one of hierarchies in this 
network, as well as statements about attributes 
(“dest” is present appointment, “pos” is position; 
“S” is sign’s name unique for each sign). Each sign 
description starts with a “#”, after which a list of 
percept predicates follow (“p”), functional meanings 
(“m”) and personal meanings (“a”). Each operator is 
described by a name, preconditions listed after “?”, 
added facts after “+” and a list of deletions after “–”. 
Ground variables are written with a capital letter. 
The name of the current sign is denoted as “S”.

The described model contains operators from 
“m”, which allow to derive new facts from known 
ones related to the sign: the “connection” operator 
states that if there is a door between rooms in one 
direction, there is also a passage in the opposite 
direction (the commutativity of the door predicate).

The actions of the model (“a” part of signs) 
are described in the form of STRIPS operators 
“move1”, “move2”, “walk” that contain conditions, 
adding and deleting facts. In the example all actions 
belong to the “wheelchair” agent.

The autonomous agent in the example has 
active intentions in the absence of special external 
incentives or the command of the human operator 
to illustrate the concept. Of course, in the real 
system motivation of the robotic agent should be 
arranged so that it only reacts automatically in 

T a b l e  1
Semiotic description of a world model

# wheelchair
  p: pos(S, bedroom), dest(S, no)
  a: move1
    ? pos(S, Room1), dest(S, Room2), isRoom(Room2), door(Room1, Room2)
    + pos(S, Room2), dest(S, no)
    – pos(S, Room1), dest(S, Room2)
    move2
    ? pos(S, Room1), dest(S, Room2), isRoom(Room2), door(Room1, Room3),  
    isRoom(Room3), !=(Room2, Room3)
    + pos(S, Room3)
    – pos(S, Room1)
    walk
    ? pos(S, bedroom), isRoom(Room), dest(S, no), !=(Room, bedroom)
    + dest(S, Room)
    – dest(S, no)

# bedroom
  p: isRoom(bedroom), door(bedroom, livingroom)

# livingroom
  p: isRoom(livingroom)

# room
  m: connected ?
    isRoom(Room1), isRoom(Room2), door(Room1, Room2)
    + door(Room2, Room1)
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various undesirable situations, rather than independently 
performs any actions. The initial state of the system 
is described in the “Starting state” part of the listing of 
Table 2. “Wheelchair” knows that it is in the “bedroom” 
now, it has no appointment, and also has information 
about world’s topography: presence of “living room” and 
a door from the “bedroom” to the “living room”. In the 
example, no emotional or other goal setting mechanisms 
are used, so the agent chooses the first possible action 
in a given situation. In a real application an external 
intentional system should be used to choose an 
appropriate action instead. This system is not described 
within the sign system. The “walk” statement is the only 
action that is available at first step, so it is chosen and 
the agent’s knowledge base is updated in accordance 
with the added and deleted lists (that is, the appointment 
is “to move to the living room”). In the next step, an 
action is performed according to the goal that is now 
stated in the agent’s command (the predicate “dest”). 
This example does not reflect an intermediate step 
performed before the next significant processing of the 
situation that is updating the percepts in accordance with 
the observed situation from the sensors. It is important to 
note that such a step may introduce conflicting facts into 

the knowledge base. In this case it is necessary to repeat 
the logical inference using all applicable operators from 
“m” and considering the data obtained from the sensors 
to be true in any conflict situations. Thus, the described 
sign system implements autonomous behavior with goal 
setting by an intelligent wheelchair.

Sensory components

The important part of the semiotic control system is 
the theoretical possibility to produce new signs. Sign 
image could contain object descriptions in terms of 
visual recognition system. This method naturally fits the 
concept of a developing semiotic system. Each object, 
which has to be recognized, can and must match the 
sign. This mechanism allows the object base to be 
enlarged during the work.

Visual recognition system is based on subdefinite 
models [27]. Method, which recognizes “complex” 
objects and scenes is described more detailed in [28]. 
This method is an iterative procedure, which reduces 
area of uncertainty of variables in agreement with given 
constraints and reaches the solution. This method has 
proved its applicability for different scenes' configurations 
and acceptable speed in comparison with other 
recognition methods tested on the same class of scenes.

The system for visual object recognition with different 
descriptions based on this method was proposed in 
[29]. The first feature of the developed system is the 
possibility to describe an object as a set of attributes. 
Attributes characterize an object in different ways such 
as shape, color, size, and other properties. Program 
detectors, which match attributes, recognize areas of 
characteristics on an image and the intersection of all 
areas is the final position of object. This architecture 
allows to describe a wide class of objects and to 
separate them one from another using settings' 
parameters and composition of attributes. The system 
is supposed to be used with other types of detectors, 
for example based on convolutional neural networks. 
This allows, for example, to detect doorways with any 
appropriate method, and after this to add some specific 
information about its color to distinguish one door from 
another. The second feature is the possibility to combine 
objects with each other by relations, which also enlarges 
the class of objects. For example, the simple object 
named “table”, which is supplied with objects from class 
“cutlery” by relation “stand on”, could be recognized 
as “dinner table” instead. And if “table” is supplied with 
object from “stationary items” it will be “office table” and 
so on.

Localization system

Integration of a semiotic control system with a 
localization system is possible with the help of scene 
recognition mechanism. Such system is meant for 
localization based on visual landmarks, which are 

T a b l e  2
Example of inference in sign system (2 steps)

Starting state:  
pos(wheelchair, bedroom)  
dest(wheelchair, no)  
isRoom(bedroom)  
isRoom(livingroom)  
door(bedroom, livingroom)  

Step 0 
Possible actions:  
wheelchair – walk(Room=livingroom), +: dest(wheelchair, livingroom),  
–: dest(wheelchair, no)  

Result: 
pos(wheelchair, bedroom)  
dest(wheelchair, livingroom)  
isRoom(bedroom)  
isRoom(livingroom)  
door(bedroom, livingroom)
 
Step 1 
Possible actions:  
wheelchair – move1(Room1=bedroom, Room2=livingroom),  
+: pos(wheelchair, livingroom), dest(wheelchair, no),  
–: pos(wheelchair, bedroom), dest(wheelchair, livingroom)  
 
Result: 
pos(wheelchair, livingroom)  
dest(wheelchair, no)  
isRoom(bedroom)  
isRoom(livingroom)  
door(bedroom, livingroom)

Architecture of a Wheelchair Control System
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interacts with data collection equipment by the computer. 
Sensor components include set of sonars, which are 
installed around the perimeter and module of visual 
object recognition. Reflexes reactions provide safety 
of movement. Prototype will be used as basis for 
experiments of combining different types of control 
impacts. Particularly movement scenario of free walk, 
lower level reflexes and localization with Monocular 
SLAM algorithm were tested.

Conclusion
Developing a quality and versatile robotic wheelchair 

is a challenge that has been attempted for a long time. 
One of the main problems that is not completely solved 
is the choice of a means of user interaction that ensures 
effective and safe control. Signals of the different types 
such as commands of the joystick, voice, muscular 
activity, movement of the gaze and encephalographic 
data can be used, but all these options have significant 
drawbacks. The precision of instruction recognition 
is often too low, and the safety requirements do not 
allow to increase it by longer processing procedures. 
Some of these interfaces are not universal, others are 
sophisticated and expensive. Therefore the best way 
is the developing more intelligent integrated control 
system capable of planning the wheelchair actions in 
compliance with safety standards and high reliability 
that can use many types of interfaces both separately 
and in combinations. This system will be able to use 
multi-modal human-machine interface technologies 
for high-level control. This solution reduces timing 
requirements for instruction recognition, which allows 
to improve recognition accuracy and reject invalid and 
unsafe commands automatically. Also it can use a wider 
range of human-computer interaction technologies to 
compensate for a greater number of human functional 
impairments.

Description of high-level tasks as a sequence of 
lower-level ones eases the wheelchair control. The task 
statement in this system is more understandable for 
the user, and that simplifies adaptation. The application 
of the developed passive neural interfaces, which will 
allow using natural human actions for control when 
considering spatial movement, is particularly promising. 
Due to this feature it will be possible to skip operator 
training for using the interface completely.

A semiotic model is proposed to use as a base 
for describing both the complex behavior and the 
robot environment. This universal view supports data 
gathering from heterogeneous sources, application 
of arbitrary analyzing routines and calling primitive 
actions. The selected architecture allows combining 
the components that perform the individual stages 
of the task and managing their behavior by state 
machines in a single scenario. Some software modules 
that perform low-level actions have been developed 
and tested previously in the robotics laboratory of the 

appropriate for wheelchair, functioning in deterministic 
buildings, such as in the living house or in the office. 
This localization operates on top, strategic level of 
system architecture. Recognized landmarks as well 
as scene they form are sent to semiotic control system 
of route planning, which creates route as described 
above. Localization system for a robot based on visual 
landmarks was approved in [30].

Therefore the only strategic level is not enough for 
wheelchair movement realization. Elements of route 
are interpreted by tactic level at sequence of motor 
commands. And more accurate localization is needed 
to obtain such sequence. This task is already solved 
by wide class of methods called SLAM (simultaneous 
localization and mapping) [31–34]. SLAM methods are 
quite different by solving procedures and input data. 
Input data for SLAM could be sensor data, especially 
provided by range-finders, as well as video data from 
stereo or mono camera. 

It is important to notice that visual recognition system, 
which is described above, serves for both levels of 
localization. Objects and more important scenes are 
recognized at strategic level where they are used for 
route planning. Objects and their characteristics (such 
as features and surfaces) are used for SLAM solving 
processes.

Prototype of automated wheelchair, which has been 
built for testing, is shown at Figure 3.

The prototype is managed by controller, which 

Figure 3. The intelligent wheelchair prototype that has 
sonar rangefinders, a video camera, a multichannel motor 
controller, controllers for the rangers, a laptop with ROS, 
myographic sensors, a vibrotactile communication, virtual 
reality glasses
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Kurchatov Institute as part of a mobile platform control 
system based on the ROS framework. These are local 
and global navigation methods, robot motion control, 
reflex responses, landmark recognition, and accurate 
positioning. The neurotechnology laboratory of the 
Kurchatov Institute has developed and tested low-level 
and high-level control systems based on the registration 
of gaze movements and myograms. The combination of 
these components and the flexible interaction description 
system will ensure the modularity and extensibility of the 
final product. It will be possible to use situational control 
tools to plan complex actions and to simplify monitoring 
in the future.
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